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Abstract: In this article, a practical fixed-time adaptive fuzzy control strategy is investigated for uncertain nonlinear
systems with time-varying asymmetric constraints and input quantization. To overcome the difficulties of designing
controllers under the state constraints case, a unified barrier function approach is employed to construct a coordinate
transformation that maps the original constrained system to be an equivalent unconstrained one, thus relaxing the
time-varying asymmetric constraints upon system states and avoiding the feasibility check condition typically required
in the traditional barrier Lyapunov function-based control approach. Meanwhile, the“explosion of complexity”
problem in the traditional backstepping approach arising from repeatedly derivatives of virtual controllers is solved
by using the command filter method. It is verified via the fixed-time Lyapunov stability criterion that the system
output can track a desired signal within a small error range in a predetermined time, and all system states remain
in the constraint range. Finally, a simulation example is offered to demonstrate the effectiveness of the proposed
strategy.
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1 INTRODUCTION

Over the past a few decades, uncertain nonlinear
systems that provide a unified mathematical descrip-
tion for most practical systems have received con-
siderable attention from many researchers. Adap-
tive backstepping technique (Ma et al.,2018; Zhang
et al.,2019; Sun et al.,2019), a powerful controller
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design tool for nonlinear systems, combined with
some powerful function approximators (e.g., neural
networks or fuzzy logic systems [FLSs]), has been
extensively applied to address tracking or the regu-
lation problem for many categories of nonlinear sys-
tems, including single-input and single-output non-
linear systems (Wang et al.,2013; Wang et al.,2014),
multiple-input and multiple-output nonlinear sys-
tems (Chen et al.,2013), large-scale nonlinear sys-
tems (Chen and Li,2010), and so on. Note that
one disadvantage neglected in current backstepping-
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based control schemes is the “explosion of com-
plexity”issue, resulting from repeated differentia-
tions of virtual control signals in the design proce-
dure. To address this issue, the authors in (Swaroop
et al.,2000) initially presented an adaptive dynamic
surface control scheme for strict-feedback nonlinear
systems, where a first-order filter was introduced to
mitigate the expansion of differential terms of in-
termediate signals. Following the literature (Swa-
roop et al.,2000), some modified control strategies
free from the issue of“explosion of complexity”have
been researched for uncertain nonlinear systems (Sui
and Tong,2018; Li and Tong,2016). However, these
control schemes were proposed under the framework
of asymptotic stability; in other words, they only en-
sure a system is stable when time tends to infinity,
which may limit their application in some practical
systems.

As is well known, finite-time control (Bhat and
Bernstein,1998) is one of the most effective ap-
proaches to rapidly realize the control goal. In com-
parison with asymptotic stability, finite-time control
has a faster convergence rate, shorter response time,
and greater anti-disturbance property. Thanks to
these advantages, finite-time control has been ex-
tensively employed in many real systems, such as
robotic manipulator systems (Yu et al.,2005), servo
motor systems (Hou et al.,2020), autonomous un-
derwater vehicle systems (Li and Wang,2013), and
so on. It should be mentioned that, in the above
finite-time control strategies, the settling time of sys-
tems is influenced by initial system values, which
causes the settling time to be inaccurately calcu-
lated. To achieve an exact settling time, a so-
called fixed-time control lemma was first presented
in (Polyakov,2011), in which the settling time is en-
tirely unrelated to the initial condition, and its up-
per bound can be calculated by using theoretical
methods. Following the work of (Polyakov,2011),
many schemes based on fixed-time control have been
proposed. (Li et al.,2017) developed a fixed-time
backstepping control approach and obtained a semi-
globally fixed-time convergence system property. In
(Ni et al.,2016), a fast fixed-time sliding mode control
approach was developed for power systems, which
restrained chaotic systems oscillations. Recently,
(Wang and Lai,2020), given the new practical fixed-
time stability criterion, offered a new scheme to re-
alize fixed-time control of uncertain strict-feedback

nonlinear systems. Compared with the traditional
fixed-time stability criterion in (Polyakov,2011), (Li
et al.,2017) and (Ni et al.,2016), the one in (Wang
and Lai,2020) effectively relaxed the limitations of
sufficient condition and extended the applied range
of the fixed-time control. Note that the above fixed-
time control schemes are suitable only for nonlinear
systems whose states are unconstrained, which mo-
tivates our current research.

In actual engineering, constraints resulting from
physical limitations or safety requirements are fre-
quently encountered, e.g., maximum and minimum
chemical reactor temperatures, joint active space
for a robotic arm, and so on. During system op-
eration, violating some constraint conditions may
lead to system performance degradation or instabil-
ity, which requires that system states must remain
within constrained ranges. To resolve the constraints
problem, a barrier Lyapunov function (BLF) ap-
proach was first presented in (Tee et al.,2009) and
many significant results have been obtained (Tee
and Ge,2011; Liu et al.,2023; Liu and Tong,2017;
Kim and Yoo,2015; Huang et al.,2023), in which the
Lyapunov candidate function can be selected as dif-
ferent barrier function forms, such as logarithmic-
type BLFs (Liu and Tong,2017), integral-type BLFs
(Kim and Yoo,2015) and tangent-type BLFs (Zhao
et al.,2023). Actually, as indicated in the previous
literature (Tee and Ge,2011; Tang et al.,2016), only
if we search for a series of design parameters satisfy-
ing a specific condition, will the BLF-based schemes
be available in practice. This restriction is also ex-
pressed as the feasibility condition of virtual con-
trol signals, namely, the variation range of virtual
control signals must stay within certain pre-given
constraint areas (Tee and Ge,2011), which results
difficulties in some controller designs. If the system
state constraint range is small, it is likely that the de-
sired control objective will not be achieved (namely,
parameters to meet the feasibility condition do not
exist). Recently, another way to address the state
constraints problem is the unified barrier function
(UBF) approach developed in (Zhao et al.,2020), in
which a scalar function was constructed to achieve
an equivalent unconstrained model mapped by the
original constrained systems; adaptive control of the
systems can be realized on the basis of this model.
Unlike the current BLF-based methods, the pro-
posed UBF-based method in (Zhao et al.,2020) not
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only effectively relaxed the constraints upon system
states, but also completely removed the feasibility
conditions of virtual control signals. It is evident
that the UBF-based method has greater applica-
tion value and development potential than the BLF-
based approach. In (Wang et al.,2021), for nonlin-
ear systems with asymmetric state constraints, an
adaptive event-triggered control strategy that does
not include feasibility conditions has been investi-
gated using the UBF method to handle the state
constraints. Subsequently, in (Gao et al.,2022), the
UBF approach was extended to interconnected non-
linear systems with dynamic state constraints. On
the other hand, communication resource limits for
control signal transmissions should be considered
during the design process, which can prevent the
loss of available information. In (Shi et al.,2020),
a hysteresis quantizer was constructed that reduced
the communication burden by generating the input
signal within a limited set and had an extra quantifi-
cation level to alleviate the high-frequency chatter-
ing in the other quantizers. As far as we know, for
systems with state constraints and communication
resource limitations, how to make the output of the
system track the desired signal at a predetermined
time without violating the state constraints is still a
meaningful problem in the control field.

Enlightened by the aforementioned discussions,
a UBF-based practical fixed-time adaptive fuzzy con-
trol approach is proposed in this article for uncertain
nonlinear systems with input quantization and time-
varying asymmetric constraints. In comparison with
existing results, the primary differences and contri-
butions of this research are summarized in the fol-
lowing three points:

(1) The proposed control approach can ensure
the practical fixed-time stability of a class of uncer-
tain nonlinear systems, while the settling time of the
system is entirely unrelated to initial values of sys-
tem states and its upper bound also can be obtained.

(2) Different from the BLF-based schemes (Tee
and Ge,2011; Li,2020; Tang et al.,2016), a new UBF
method is used to overcome the difficulties caused
by state constraints for designing controllers. This
function constructs an unconstrained system model
of the original constrained system, so the restric-
tions on system states are relaxed and the feasibility
conditions of virtual control signals are completely
eliminated.

(3) A modified hysteretic quantizer is con-
structed to save communication resources in prac-
tical applications, and has extra quantization levels
to alleviate the high-frequency chatter.

This article is organized as follows: Section 2
exhibits some problem formulations and necessary
preliminaries for the investigated system. The fixed-
time controller design process and the system stabil-
ity analysis procedure are shown in Section 3. In
Section 4, a simulation result is provided to ver-
ify the availability of the proposed method. Some
conclusions are summarized in Section 5.

1.1 Notation

R denotes the compact set of real numbers. R+

represents the compact set of positive real numbers.
Rj expresses the j-dimensional Euclidean space. Ui

and Ud stand for the constrained region of system
state xi and desired signal yd, respectively. Θ indi-
cates the mathematical set. xT means the transpose
of vector x. |·| is the absolute value of (·). ∥ · ∥ sig-
nifies the standard 2-form of (·). Ξil and Ξih are the
compact set of constraint functions kil(t) and kih(t),
respectively.

2 PROBLEM FORMULATION AND
PRELIMINARIES

2.1 System Descriptions and Lemmas

Taking the following uncertain nonlinear sys-
tems into account:

ẋi = xi+1 + fi (x̄n) ,

ẋn = g (x̄n) q (u) + fn (x̄n),

y = x1, i = 1, . . . , n− 1,

(1)

where x̄n = [x1, x2, . . . , xn]
T ∈ Rn denotes the sys-

tem state vector, and y and q(u) indicate the sys-
tem output and the quantized input, respectively.
g(x̄n) and f(x̄n) are the unknown nonlinear func-
tions. In addition, the system state xi is restricted
by the time-varying asymmetric constraint, which is
described as follows:

xi ∈ Ui :=
{
(t, xi) ∈ (R+ ×R)|

kil (t) < xi < kih (t) , kil ∈ R, kih ∈ R
}
.

(2)

Remark 1. kil(t) and kih(t) are first-order differ-
entiable functions defined in set Θ:=

{
kil(t): R+ →

R, kih(t): R+ → R
}

, and their initial conditions
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kil(0) and kih(0), respectively, satisfy kil(0) ∈ Ξil

and kih(0) ∈ Ξih. Also, kil(t) and kih(t) have the
relation kil(t) < kih(t).

The hysteresis quantizer is shown as follows,

q(u) =



uisgn(u),

ui(1 + δ),

0,

q(u(t−)),

ui

1+δ < |u| ≤ ui, u̇ < 0 or
ui < |u| ≤ ui

1−δ , u̇ > 0

ui < |u| ≤ ui

1−δ , u̇ < 0 or
ui

1−δ < |u| ≤ ui(1+δ)
1−δ , u̇ > 0

0 ≤ |u| < umin

1+δ , u̇ < 0 or
umin

1+δ ≤ u ≤ umin, u̇ > 0

other
(3)

where δ = 1−λ
1+λ , and ui = λ1−iumin, (i = 1, 2...), with

umin > 0 deciding the range of the dead zone for q(u).
The parameter λ satisfying 0 < λ < 1 denotes the
measure of quantization density. Fig. 1 displays the
map of the hysteresis quantizer Eq.(3). According to
(Guo et al.,2023), the quantized input can be disas-
sembled as two parts, namely, q(u) = G(u)u+D(t),
where 0 < 1− δ ≤ G(u) ≤ 1 + δ and |D(t)| ≤ umin.

Fig. 1 The map of the hysteresis quantizer q(u)

Remark 2. The hysteresis quantizer can be clas-
sified as a non-uniform quantizer owing to its un-
equal quantization level. This quantizer is the coars-
est quantizer, which minimizes the average speed of
communication cases and is simple to realize in prac-
tice. Different from other quantizers, the hysteresis
quantizer has extra quantization levels to mitigate
undesired chattering.

The control goal of this technical note is to de-
sign a practical fixed-time adaptive controller for the
considered system (1), which makes the system out-
put y follow the desired signal yd and all states re-
main within the time-varying asymmetric state con-
straints. To achieve this goal, we give some common

assumptions and lemmas as follows.
Assumption 1. The function g (xn) is unknown
and bounded, and there exist positive constants g

and g, which makes the inequality 0 < g ≤ g (xn)

≤ g <∞ hold.
Assumption 2. The desired signal yd is defined
in set Ud :=

{
(t, yd) ∈

[
0,∞

)
×R : kdl(t) ≤ yd ≤

kdh(t)
}

, and its derivatives up to second order are
bounded and known. Meanwhile, there exist posi-
tive constants ξ and ξ such that inequalities k1h(t)

− kdh(t) ≥ ξ > 0 and kdl(t) − k1l(t) ≥ ξ > 0 hold
(i.e., Ud ⊂ U1).
Remark 3. Assumption 1 indicates the bound-
edness of control gain functions, and it is reasonable
to require that g(x̄n) is away from zero to make the
system controllable. Moreover, in practical cases,
the control gain is not always a constant.
Lemma 1 (see Wang and Lai,2020). For a nonlin-
ear system, if there exists a positive definite function
V (x) that satisfies{

V̇ (x) ≤ −c1V
p (x)− c2V

q (x) + b,

β (∥x∥) ≤ V (x) ≤ α (∥x∥), (4)

where c1, c2 > 0, q > 1, 0 < p < 1, b > 0 and it meets
b < min {(1− ξ)c1, (1− ξ)c2} (0 < ξ < 1), and β, α
are κ∞− functions, then we can deduce that the
system is practical fixed-time stable, and the upper
bound of the settling time Tm can be computed by
the formula T ≤ Tm = 1

ξc1(1−p) +
1

ξc2(q−1) .
Lemma 2 (see Li,2019). For real variables x, s,
and arbitrary positive constants a, b ,ω, there exists
that |s|a|x|b ≤ a

a+bω|s|
a+b + b

a+bω
− a

b |x|a+b.

Lemma 3 (see Zuo et al.,2017). Suppose that the
variable si ≥ 0 and two positive constants 0 < r < 1,

m > 1, then we can deduce that
(

n∑
i=1

si

)r

≤
n∑

i=1

sri

and
(

n∑
i=1

si

)m

≤ nm−1
n∑

i=1

smi .

Lemma 4 (see Huang et al.,2018). If the posi-
tive definite function V (t) satisfies V (t) ≤

n∑
j=1

∫ t

0(
kj(Nj(vj) − 1) v̇j (τ)

)
dτ +c, where Nj(vj) is

a Nussbaum-type function and c, kj are positive
constants, then we can infer that V (t),

n∑
j=1

∫ t

0

(kj(Nj(vj)− 1)v̇j(τ))dτ and vj are bounded.
Lemma 5 (see Xu et al.,2022). Assume that s ≥ 0

is a real number. We have that s ≤ sn + sm, where
0 < n < 1 and m > 1 are constants.
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2.2 Fuzzy Logic Systems

As we know, FLSs can approximate the un-
known nonlinear function to arbitrary accuracy. Ac-
cording to (Zhao et al.,2023), the unknown nonlin-
ear function f(X) can be represented as f(X) =

WTS(X)+δ(X), where X ∈ Rm indicates the input
vector, and W = [w1, w2, ..., wl]

T represents the
optimal weight vector. δ(X) expresses the approxi-
mation error and satisfies ||δ|| ≤ ε with ε being a pos-
itive constant. S (X) = [ζ1 (X) , ζ2 (X) , ..., ζl (X)]

T

indicates the basis function vector, and ζi (X) is cho-
sen as a Gaussian function, which is described as

ζi (X) = exp
(
− (X−µi)

T (X−µi)
σ2

)
, 1 ≤ i ≤ l, (5)

where l expresses the number of fuzzy rules,
µi = [µi1, µi2, ..., µim]

T denotes the center vector,
and σ stands for the width of the Gaussian function.

2.3 Unified Barrier Function

In this subsection, we will present some prop-
erties of the UBF. The definition of the UBF is as
follows:
Definition 1 (Zhao et al.,2020). If the scalar func-
tion ζ(x) (x ∈ U) satisfies the following conditions:

(1) The state constraints are disposed without
modifying the function structure.

(2) It shows a performance that ζ −→ ±∞ when
x is close to the boundary of U , and there exists a
bounded constant c such that ζ ≤ c for ∀x ∈ U

′ ⊂ U

under initial condition x(0) ∈ U , where U ′ is a closed
interval; then the scalar function ζ is a UBF.

Considering Definition 1, by defining ζi,1 =
kil−kil+kih−kih

(xi−kil)(kih−xi)
and ζi,2 =

kilkih−kilkih

(xi−kil)(kih−xi)
, the UBF

of xi can be constructed as

ζi = ζi,1xi + ζi,2, (6)

where kil and kih are constants satisfying kil(t) < kil
and kih < kih(t). Then, constructing ζi,3 =

ζi,2
ζi,1

, the
system state xi can be reformulated as

xi =
ζi
ζi,1

− ζi,3. (7)

In addition, from (Zhao et al.,2020), we can ob-
tain the following property for ζi{

ζi −→ −∞ when xi −→ k+il (t),

ζi −→ +∞ when xi −→ k−ih (t).
(8)

The constructed UBF ζi contributes to creating
an unconstrained equivalent model later and prevent
system states from violating the time-varying asym-
metric constraints. The closed-loop control structure
diagram of the controlled system is given in Fig. 2.

3 MAIN RESULTS

In this section, we first need to construct an un-
constrained equivalent model for the control system
(1). Second, on the basis of this model, a practical
fixed time adaptive controller is established by ap-
plying FLSs and dynamic surface control methods.
Finally, the stability analysis outcomes are offered
to verify the stability of systems.

3.1 Design of an Equivalent Unconstrained
Model

In this subsection, to facilitate the subsequent
formula derivation, we need to construct an uncon-
strained equivalent model of the original constrained
system. This process is described as follows in detail.
First, taking the derivative of ζ̇i produces

ζ̇i = ηi,1ẋi + ηi,2, (9)

where ηi,1 = kil−kil

(xi−kil)
2 +

kih−kih

(kih−xi)
2 and ηi,2 =

(xi−kil)k̇il

(xi−kil)
2 +

k̇ih(xi−kih)

(kih−xi)
2 . Then, integrating the sys-

tem model (1) with Eq.(9), we can arrive at an equiv-
alent model as follows:{

ζ̇i = ηi,1(fi(xn) + xi+1) + ηi,2,

ζ̇n = ηn,1(fn(xn) + gq(u)) + ηn,2.
(10)

Substituting Eq.(7) into Eq.(10), the equivalent
model becomes{

ζ̇i = ηi,1(fi(xn) +
ζi+1

ζi+1,1
− ζi+1,3) + ηi,2,

ζ̇n = ηn,1(fn(xn) + gq(u)) + ηn,2,
(11)

where ζi is the new state variable without state
constraints. From this, for any initial condition
xi(0) ∈ Ui, if ζi can be made bounded, then the
state xi maintains in the region Ui, namely, states
remain within a pre-determined constraints interval.
It should be pointed out that ζi,1, ζi,2, ζi,3, ηi,1 and
ηi,2 are well defined in sets Ui. Here, the uncon-
strained equivalent model is constructed.

3.2 Controller Design

In this subsection, we will apply the backstep-
ping technique to construct the practical fixed time
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Fig. 2 The closed-loop control structure diagram of the controlled system.

adaptive controller. The main design procedure can
be broken down into n steps, whose details are shown
later. To relax the time-varying asymmetric con-
straint and to eliminate the feasibility condition, a
coordinate transformation based on the converted
model (11) is introduced{

e1 = ζ1 − α1,f ,

ei = ζi − αi,f ,
(12)

where α1,f = yd−k1l

yd−k1l
+

yd−k1h

k1h−yd
, and αi,f is the output

signal of first-order filter.
Define the first-order filter as

τiα̇i,f + αi,f = αi−1, i = 2, 3, ... n, (13)

where τi > 0 is a constant, and the virtual control
signal αi−1 is the input signal of the first-order filter.

Step 1: By establishing the Lyapunov candi-
date function as V1 = 1

2e
2
1 +

1
2γ θ̃

2 with γ > 0 being
a design parameter, and calculating the derivative of
e1

ė1 = η1,1(f1 +
e2
ζ2,1

+ α1

ζ2,1
− ζ2,3)

+η1,1(
α2,f

ζ2,1
− α1

ζ2,1
) + η1,2 − α̇1,f ,

(14)

then, taking the derivative of V1, there exists

V̇1 = e1(
η1,1

ζ2,1
e2 +

η1,1

ζ2,1
α1 − η1,1ζ2,3 + η1,2)

+e1
η1,1

ζ2,1
e2,α + e1(η1,1f1 − α̇1,f )− 1

γ θ̃
˙̂
θ,

(15)

where e2,α = α2,f − α1 denotes the filtering error.
Define h1(Z1) = η1,1f1 − α̇1,f with Z1 = [x̄n, α̇1,f ]

T

being the input of FLSs. Because h1(Z1) includes
the unknown uncertainties, h1(Z1) can be expressed
within the approximation error δ1(Z1) as FLSs of the
following form:

h1(Z1) = WT
1 S1(Z1) + δ1(Z1), (16)

where ||δ1(Z1)|| ≤ ε1 and ε1 > 0 is a constant. With
the assistance of the Young’s inequality, there exists

e1h1(Z1) = e1(W
T
1 S1(Z1) + δ1(Z1))

≤ 1
2a12

e21θS
T
1 S1 +

1
2a

2
1

+k1e
2
1 +

1
4k1

ε21,

(17)

η1,1
ζ2,1

e2,αe1 ≤ 1

2
e22,α +

1

2
e21(

η1,1
ζ2,1

)2, (18)

where a1 > 0 is a constant, and θ = max
{
||W1||2,

||W2||2, ..., ||Wn||2
}

denotes the adaptive parameter.
It is immediate from Eqs(15), (17), and (18) that

V̇1 ≤ e1(
η1,1

ζ2,1
e2 +

η1,1

ζ2,1
α1 − η1,1ζ2,3 + η1,2)

+ 1
2e

2
2,α + 1

2e
2
1(

η1,1

ζ2,1
)2 + 1

2a1
2 + k1e1

2

+ 1
2a2

1
e1

2θS1
TS1 +

1
4k1

ε1
2 − 1

γ θ̃
˙̂
θ,

(19)

where θ̂ and θ̃ are, respectively, the estimation and
the estimation error of θ.
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If the virtual control law is constructed as

α1 = − ζ2,1
η1,1

k1e1 − ζ2,1
η1,1

η1,2 − η1,1

2ζ2,1
e1

− ζ2,1
η1,1

c1,1e
2p−1
1 − ζ2,1

η1,1
c1,2e

2q−1
1

− ζ2,1
η1,1

1
2a2

1
e1θ̂S1

TS1 + ζ2,1ζ2,3,

(20)

where c1,1 > 0 and c1,2 > 0 are design parameters,
then V̇1 satisfies

V̇1 ≤ −c1,1e
2p
1 − c1,2e

2q
1 − 1

γ θ̃
˙̂
θ +

η1,1

ζ2,1
e1e2

+ 1
2a2

1
e21θ̃S

T
1 S1 +

1
2a

2
1 +

1
4k1

ε21 +
1
2e

2
2,α.

(21)

Step i (2 ≤ i ≤ n−1): By choosing the i-th
Lyapunov candidate function as Vi = Vi−1 + 1

2e
2
i ,

and calculating the derivative of ei

ėi = ηi,1(
ei+1
ζi+1,1

+
ei+1,α

ζi+1,1
+ αi

ζi+1,1
− ζi+1,3)

+ηi,2 + ηi,1fi − α̇i,f ,
(22)

then, taking the time-derivative of Vi results in

V̇i = V̇i−1 + ei(ηi,1fi − α̇i,f ) + ei(
ηi,1ei+1
ζi+1,1

+
ηi,1ei+1,α

ζi+1,1
+

ηi,1αi

ζi+1,1
− ηi,1ζi+1,3 + ηi,2).

(23)

where ei+1,α = αi+1,f − αi is the filtering error.
As with Step 1, we define a function hi(Zi) =

ηi,1fi − α̇i,f , and its input is Zi = [x̄n, α̇i,f ]
T . The

function hi(Zi) can be approximated by FLSs, which
is expressed as hi(Zi) = Wi

TSi(Zi) + δi(Zi) and
||δi(Zi)|| ≤ εi. By utilizing Young’s inequality, it
can be deduced that

eihi(Zi) = ei(Wi
TSi(Zi) + δ1(Zi))

≤ 1
2a2

i
ei

2θSi
TSi +

1
2ai

2

+kiei
2 + 1

4ki
εi

2,

(24)

ηi,1
ζi+1,1

ei+1,αei ≤
1

2
e2i+1,a +

1

2
e2i (

ηi,1
ζi+1,1

)2, (25)

where ai > 0 is a constant. Considering Eqs(24) and
(25), one has

V̇i ≤ V̇i−1 +
1
2a

2
i +

1
4ki

ε2i +
1
2e

2
i+1,a + kie

2
i

+ 1
2e

2
i (

ηi,1

ζi+1,1
)2 + 1

2a2
i
e2i θS

T
i Si + ei

(
ηi,2

+
ηi,1

ζi+1,1
ei+1 − ηi,1ζi+1,3 +

ηi,1

ζi+1,1
αi

)
.

(26)

Establish the virtual control law as

αi = − ζi+1,1

ηi,1

(
ci,1e

2p−1
i + ci,2e

2q−1
i + ηi,2

+
ηi−1,1

ζi,1
ei−1 + kiei +

1
2a2

i
eiθ̂Si

TSi

)
− ηi,1

2ζi+1,1
ei + ζi+1,1ζi+1,3,

(27)

where ci,1 and ci,2 are positive design parameters.
By combining Eqs(26) and (27), V̇i can turn into

V̇i ≤ V̇i−1 − ci,1ei
2p − ci,2ei

2q − kie
2
i

− 1
2e

2
i (

ηi,1

ζi+1,1
)2 +

ηi,1

ζi+1,1
eiei+1 +

1
2a

2
i

+ 1
4ki

ε2i + kie
2
i +

1
2e

2
i+1,a +

1
2e

2
i (

ηi,1

ζi+1,1
)2

−ηi−1,1

ζi,1
eiei−1 +

1
2a2

i
e2i θ̃Si

TSi

≤ −
i∑

j=1

(cj,1e
2p
j + cj,2e

2q
j ) +

ηi,1

ζi+1,1
eiei+1

− θ̃
γ (

˙̂
θ −

i∑
j=1

γ 1
2a2

j
e2jS

T
j Sj)

+
i∑

j=1

( 12a
2
j +

1
4kj

ε2j +
1
2e

2
j+1,a).

(28)

Step n: In this step, a practical fixed time adap-
tive controller will be constructed for the considered
systems (1). In view of the communication resources
of the system, a hysteresis quantizer described by the
model (3) will be used. Build the n-th Lyapunov
candidate function as Vn = Vn−1 +

1
2e

2
n. Computing

the derivative of en yields

ėn = ηn,1(fn + gq(u)) + ηn,2 − α̇n,f . (29)

Due to q(u) = G(u)u+D(t), ėn can be shown as

ėn = ηn,1(fn + gG(u)u)

+ηn,2 − α̇n,f + ηn,1gD(t).
(30)

Taking the time-derivative of Vn, we arrive at

V̇n = V̇n−1 + en(ηn,1gG(u)u+ ηn,2)

+en(ηn,1fn − α̇n,f ) + enηn,1gD(t).
(31)

Similarly, define the function hn(Zn) = ηn,1fn−
α̇n,f with the variable Zn = [x̄n, α̇n,f ]

T being the
input signal. The function hn(Zn) can be ap-
proached by FLSs, which is represented as hn(Zn)

= Wn
TSn(Zn) + δn(Zn) and ||δn(Zn)|| ≤ εn. As in

the cases of Eqs(24) and (25), the following inequal-
ity holds:

enhn(Zn) = en(W
T
n Sn(Zn) + δn(Zn))

≤ 1
2a2

n
e2nθS

T
n Sn + 1

2a
2
n

+kne
2
n + 1

4kn
ε2n,

(32)

Based on Assumption 1, there exists

ηn,1gD(t)en ≤ 1
2ηn,1

2en
2ḡ2 + 1

2umin
2, (33)

where an > 0 is a positive parameter.

Unedited



8 / Front Inform Technol Electron Eng in press

It is clear from Eqs(31)-(33) that

V̇n ≤ V̇n−1 + en(ηn,1gG(u)u+ ηn,2)

+ 1
2a2

n
e2nθSn

TSn + 1
2a

2
n + kne

2
n

+ 1
4kn

ε2n + 1
2ηn,1

2en
2ḡ2 + 1

2umin
2.

(34)

In light of Assumption 1, the virtual controller
is established as

u = 1
ηn,1g(1−δ) (−cn,1en

2p−1 − cn,2e
2q−1
n

−ηn−1,1

ζn,1
en−1 − knen − 1

2a2
n
enθ̂S

T
n
Sn

−ηn,2 − 1
2ηn,1

2enḡ
2).

(35)

Considering the relation 0 < 1−δ ≤ G(u)≤ 1+δ

and Assumption 1 , we can deduce the following
inequality

G(u)u ≤ 1
ηn,1g

(−cn,1en
2p−1 − cn,2e

2q−1
n

−ηn−1,1

ζn,1
en−1 − 1

2a2
n
enθ̂Sn

TSn

−knen − ηn,2 − 1
2ηn,1

2enḡ
2).

(36)

Substituting Eq.(36) into Eq.(34) results in

V̇n ≤ V̇n−1 − cn,1e
2p
n

− cn,2e
2q
n

− kne
2
n

−ηn−1,1

ζn,1
enen−1 +

1
2a2

n
v2nθ̃S

T
n Sn

+ 1
2a

2
n + 1

4kn
ε2n + kne

2
n + 1

2umin
2

≤ −
n∑

i=1

(ci,1e
2p
i + ci,2e

2q
i ) +

n∑
i=2

1
2e

2
i,a

+
n∑

i=1

( 12a
2
i +

1
4ki

ε2i ) +
1
2umin

2

− θ̃
γ (

˙̂
θ −

n∑
i=1

γ 1
2a2

i
e2iS

T
i Si).

(37)

By constructing the adaptive law as

˙̂
θ =

n∑
i=1

γ 1
2a2

i
e2iS

T
i Si − σ1θ̂ − σ2θ̂

2q−1, (38)

we have

V̇n ≤ −
n∑

i=1

(ci,1e
2p
i + ci,2e

2q
i )

+σ1

γ θ̃θ̂ + σ2

γ θ̃θ̂2q + bn,
(39)

where bn =
n∑

i=1

( 12a
2
i +

1
4ki

ε2i ) +
n∑

i=2

1
2e

2
i,a +

1
2umin

2.

According to Young’s inequality and Lemma 3,
it can be obtained that

σ1

γ θ̃θ̂ = −σ1

γ θ̃2 + σ1

γ θ̃θ

≤ −σ1(
θ̃2

2γ )
p + σ1(1− p)p

p
1−p + σ1

2γ θ
2.

(40)

By applying Lemmas 2 and 3, we can infer that
σ2

γ θ̃θ̂2q ≤ 22q−2 σ2

γ
2q−1
2q (θ2q − θ̃2q). (41)

Substituting Eqs(40) and (41) into Eq.(39), V̇n

becomes

V̇n ≤ −
n∑

i=1

(ci,1e
2p
i + ci,2e

2q
i )− σ1(

θ̃2

2γ )
p

+σ1(1− p)p
p

1−p + σ1

2γ θ
2 + bn

+22q−2 σ2

γ
2q−1
2q (θ2q − θ̃2q)

≤ −c1
n∑

i=1

(
e2i
2 )

p

−c2
n∑

i=1

(
e2i
2 )

q

−σ1(
θ̃2

2γ )
p

−22q−2σ2
2q−1

q (2γ)2q−1( θ̃
2

2γ )
q + bn,

(42)

where bn = σ1(1−p)p
p

1−p + σ1

2γ θ
2+22q−2 σ2

γ
2q−1
2q θ2q+

bn, c1 = 2p min{c1,1, c2,1, ...cn,1}, and c2 = 2q min
{c1,2, c2,2, .... cn,2}. This yields from Lemma 3
that

[
n∑

i=1

e2i
2

+
θ̃2

2γ
]p ≤

n∑
i=1

(
e2i
2
)
p

+ (
θ̃2

2γ
)

p

, (43)

(n+ 1)1−q[

n∑
i=1

e2i
2
+
θ̃2

2γ
]q ≤

n∑
i=1

(
e2i
2
)
q

+(
θ̃2

2γ
)q. (44)

Combining Eqs(43) and (44) with Eq.(42) leads to

V̇n ≤ −c1[
n∑

i=1

e2i
2 + θ̃2

2γ ]
p + bn

−c2(n+ 1)1−q[
n∑

i=1

e2i
2 +

θ̃2

2γ ]
q

≤ −c1Vn
p − c2Vn

q + bn,

(45)

where c1 = min{c1, σ} and c2 = c2(n+ 1)1−q with
c2 = min{c2, 22q−2σ2

2q−1
q (2γ)2q−1}.

So far, we have accomplished the design process
of practical fixed time adaptive control for uncertain
nonlinear systems (1).
Remark 4. According to Definition 1 and prop-
erty (8) of ζi, if the function ζ1 can follow the sig-
nal α1,f within a desired error region, then we can
deduce that the virtual control signal αi,f is non-
constrained. Thus, compared with the BLF-based
methods, the feasibility condition of virtual control
signals is fully removed.

3.3 Stability Analysis

On the basis of the above derived formulation,
the primary results summarized by Theorem 1 are
shown as follows.
Theorem 1. Consider uncertain nonlinear systems
(1) subject to time-varying asymmetric state con-
straints (2) and quantized input (3) satisfying As-
sumptions 1 and 2. By designing the virtual con-
trol signals Eqs(20) and (27), the practical fixed-time
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adaptive controller Eq.(35) and the adaptive laws
Eq.(38), we can get the following results:

(1)The boundedness of all signals in the closed-
loop system (1) can be achieved.

(2)The time-varying asymmetric constraints (2)
on system states are not overstepped, and the feasi-
bility check is avoided.

(3)The output signal will follow the desired sig-
nal within a small error interval in predetermined
time T , and T can be computed using Lemma 1.

Proof : First, for convenience, define V (s) =

Vn

(
e1, ..., en, θ̃

)
and s =

[
e1, ..., en, θ̃

]
. Achieving the

process of fixed time stability of closed-loop systems
can be separated into two situations.
Situation 1: If V (s) > 1 and bn satisfy bn <

min
{
(1−ξ)c1, (1−ξ)c2

}
(0 < ξ < 1), we can deduce

the following inequalities

V̇ (s) ≤ −c2V
q(s) + bn. (46)

bn
(1− ξ)c2

≤ 1 ≤ V (s). (47)

bn ≤ (1− ξ)c2V
q(s). (48)

Combining Eqs(46) and (48), one has

V̇ (s) ≤ −ξc2V
q(s), (49)

which implies that∫ t

0

V̇ (s)

V q(s)
dt ≤ −ξ

∫ t

0

c̄2dt. (50)

By calculating Eq.(50), one gets

1

1− q
V 1−q(s(t))− 1

1− q
V 1−q(s(0)) ≤ −ξc̄2t. (51)

Then we can derive that V q−1(s(t)) ≤ 1
ξc̄2t(q−1) . In

addition, by defining T1 = 1
ξc̄2(q−1) , it can be deter-

mined that for ∀t ≥ T1, we have V q−1(s(t)) ≤ 1 and
V (s(t)) ≤ 1.
Situation 2: If V (s) ≤ 1, one has

V̇ (s) ≤ −ξc1V
p(s)− (1− ξ)c1V

p(s) + bn. (52)

Define Ξs =
{
s|V p(s) ≤ bn

(1−ξ)c1

}
and Ξ̄s ={

s|V p(s) >
bn

(1−ξ)c1

}
.

(1) If s(t) ∈ Ξ̄s, according to Eq.(52), we have

V̇ (s) ≤ −ξc1V
p(s), (53)

which means that∫ t

t0

V̇ (s)

V p(s)
dt ≤ −ξ

∫ t

t0

c1dt. (54)

Computing Eq.(54) yields that

1

1− p
V 1−p(s(t))− 1

1− p
V 1−p(s(t0)) ≤ −ξc1(t− t0)

(55)
Based on Situation 1, we have V (s(t0)) ≤ 1 for

t0 ≥ T1. Thus, it can be achieved that V 1−p(s(t)) ≤
1− ξc1(1− p)(t− t0). By defining T2 ≥ 1

ξc1(1−p) and
considering the positive definite property of V (s), we
can obtain that V p(s) ≤ bn

c1(1−ξ) for ∀t ≥ t0 + T2.
(2) If s(t) ∈ Ξs, considering LaSalle’s invari-

ance principle, it is true that s(t) didn’t violate
the set Ξs. Based on the aforementioned analy-
sis, because Ξz is an invariant set, we can find that
V p(s) ≤ bn

c1(1−ξ) is true for ∀t ≥ T1 + T2. Moreover,

in light of Lemma 1, we have ∥s∥ ≤ β−1(
bn

(1−ξ)c1
)

1
p .

Therefore, the control systems (1) can achieve sta-
bility in fixed time, and the settling time T satisfies
T ≤ 1

ξc1(1−p) +
1

ξc2(q−1) .
Furthermore, we prove that all states with

constraints have not overstepped their constraints.
Defining a parameter P = min{c1, c2} and combin-
ing Lemma 5, V̇n can be simplified as

V̇n ≤ −PVn + bn. (56)

By multiplying both sides by ePt yields
d(Vne

Pt)
dt ≤ bne

Pt. Meanwhile, integrating both sides
results in

Vn(t) ≤ Vn(0) +
bn
P
. (57)

From Lemma 4 and inequality Eq.(57), the
boundedness of Vn(t) can be determined. Accord-
ing to the definition of Vn(t), it can be found that
ei and θ̃ are bounded. Noted that α1,f ∈ L∞ in the
compact set Ud and e1 = ζ1 − α1,f , it is guaranteed
that ζ1 ∈ L∞. Thus, we can infer that the state x1

remains in the interval U1 formed by the constraint
functions k1l(t) and k1h(t) under the initial condition
x1(0) ∈ U1, which means that x1 does not overstep
the time-varying asymmetric constraints. Similarly,
the boundedness of ζi, αi,f and u can be obtained,
while we can conclude that the constraint areas of
system state xi are not violated.

Finally, we will prove that the real track-
ing error z = x1 − yd is bounded. By calculating,
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we can obtain z = e1
ϱ , where ϱ = k1l−k1l

(x1−k1l)(yd−k1l)

+
k1h−k1h

(k1h−x1)(k1h−yd)
. Note that x1 ⊂ U1 and yd

∈ Ud ⊂ U1, which implies that there exist two
positive constants νj and νj , (j = 1, 2), such
that inequalities 0 < ν1 ≤ (x1 − k1l)(yd − k1l) ≤ ν1
and 0 < ν2 ≤ (k1h − x1)(k1h − yd) ≤ ν2 hold. This
proves that the boundedness of ϱ. Therefore, there
exist two constants, ϱ and ϱ, satisfying 0 < ϱ ≤
ϱ ≤ ϱ, so it follows that z is bounded. Mean-
while, the inequality Eq.(56) can be rewritten as
V̇n(t) ≤ −Pe1

2 + bn, which indicates that V̇n(t) will
be negative if |e1| >

√
bn
P . Thus, it can be ob-

tained that e1 enters into and remains within the
compact set Ψe1 =

{
e1 ∈ R||e1| ≤

√
bn
P

}
. In addi-

tion, we can further find that the real tracking er-
ror z accesses and remains within the compact set
Ψz =

{
z ∈ R||z| ≤ 1

ϱ

√
bn
P

}
. Obviously, the track-

ing error can converge to a small range around zero
in a predefined time by choosing an appropriate pa-
rameter P . The proof is completed.

4 SIMULATION EXAMPLE

In this section, two examples, an example of
numerical simulation and an example of practical
application, are provided to verify the availability of
the proposed control strategy.

4.1 Numerical Comparisons Example

In this subsection, the method presented in
this paper would be compared with the BLF-based
method in (Li,2020). We take the following nonlinear
system model into account:

x1 = f1 (x̄2) + x2,

x2 = f2 (x̄2) + g (x̄2) q (u),

y = x1,

(58)

where f1 (x̄2) = x1
2x2 + 0.1 cos (0.5x1), f2 (x̄2) = x1

+0.1x2 + 0.5 sin (x2) and g (x̄2) = 0.2 cos (x1x2)+1.
The desired signal is selected as yd = sin(0.5t) + 0.5

cos(t), which satisfies Assumption 2. The system
states are required to be maintained in the following
areas

xi ∈ Ui :=
{
(t, xi) ∈ (R+ ×R)|

kil (t) < xi < kih (t) , kil ∈ R, kih ∈ R
}
,

(59)

where k1h (t) = − sin (t) + cos (t) + 6, k1l (t) = 0.5

sin (t) − 6, k2h (t) = −0.2 sin (t) + 0.4 cos (t) + 6,
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Fig. 3 The comparison of tracking trajectories after
using the two methods.
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Fig. 4 (a) Tracking errors of two methods. (b) ζ2 and
α1 under UBF-based method. (c) x2 and α1 under
BLF-based method. (d) x2 under UBF-based method.

k2l (t) = − sin (t) + cos (t)− 6. According to Theo-
rem 1, the first-order filter, the virtual control sig-
nals, the adaptive laws, and the controllers are con-
structed as Eqs(13), (20), and (27), and Eqs(38) and
(35), respectively. The related parameters in this
work are set to c11 = c12 = c21 = c22 = 2, k1 =

k2 = 70, a1 = a2 = 5 , σ1 = σ2 = γ = 5, τ1 =

0.001, k1h = k1l = −2, k2h = k2l = −2, p = 0.5, q
= 3, λ = 0.3, umin = 2. The different parameters
of the method in (Li,2020) are set to σ1 = 10e−2t,
σ2 = 15e−0.01t, ka1 = kb1 = ka2 = kb2 = −2, and
the remaining parameters are the same as those in
this work. The initial conditions for both are se-
lected as x1(0) = 0.3, x2(0) = 0.2, and θ(0) = 2.

The comparative results are shown in Figs 3 and
4. Obviously, from Fig. 3, the UBF-based method
proposed in this paper enables the system to ob-
tain better tracking capabilities compared with the
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Fig. 5 (a) q(ui) and ui for Eq.(58). (b) θ for Eq.(58).

BLF-based method in (Li,2020). In addition, the
detailed comparisons are illustrated in Fig. 4. The
tracking errors for the two methods are exhibited in
Fig. 4(a). In Figs 4(b) and 4(c), the differences in
virtual control signals are demonstrated, where the
virtual control signal can surpass state constraints
in Fig. 4(b), but the system state still obeys the
state constraints in Fig. 4(d) under the UBF-based
method. In Fig. 4(c), under the BLF-based method
in (Li,2020), the virtual control signal α1 and the sys-
tem state x2 have not violated the state constraints.
The quantization input q(ui) and the system input
ui are displayed in Fig. 5(a). The adaptive laws are
plotted in Fig. 5(b).

4.2 Practical Example

In this subsection, we introduce a ship control
problem described in (Xing et al.,2017) as a practical
example to illustrate the validity of the proposed
method, which is modeled mathematically as follows

ÿ +Φẏ + b0(Mx1
3 + Lx1) = b0q(ui), (60)

where b0 ̸= 0 denotes a constant, q(ui) expresses the
quantized input, and y represents the course angu-
lar velocity of the ship. L and M are the unknown
constants, which are related to the hydrodynamic co-
efficients and the mass of the ship. By setting x1 = y

and x2 = ẋ1, the systems (60) can be rewritten as{
ẋ1 = x2

ẋ2 = −Φx2 − b0(Mx3
1 + Lx1) + b0q(ui)

(61)

Let Φ = −0.1, b0 = 1, M = 0.7, L = 0.4, then
we can derive that f1(x1, x2) = 0, f2(x1, x2) = −0.1

x2−0.4x1−0.7x2
1 and g(x1, x2) = 1. The upper and
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Fig. 6 (a) Tracking trajectories for Eq.(61). (b) x2

and its constraint functions for Eq.(61). (c) Tracking
errors for Eq.(61). (d) x1 and its constraint functions
for Eq.(61).
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Fig. 7 (a) q(ui) and ui for Eq.(61). (b) θ for Eq.(61).

the lower bound function of states x1 and x2 are set
as k1h = 0.5 sin(t) + 5, k2h = − sin(t) + cos(t) + 5

and k1l = − sin(t) + cos(t) − 5, k2l = −0.2 sin(t) +
0.4 cos(t)−5, respectively. Meanwhile, some relevant
parameter values are chosen as a2 = 10, k1 = 60,
k2 = 60, c11 = 5, c12 = 5, c21 = 15, c22 = 15, γ = 10,
σ1 = 5, σ2 = 5, δ = 0.05, λ = 0.1, umin = 2, k1h = 2,
k2h = 2, k1l = −2, k2l = −2, τ = 0.25. The ini-
tial values of the controlled systems are selected as
x1(0) = 0, x2(0) = 0.3, and θ(0) = 2. The desired
trajectories are provided by yd(t) = sin(0.5t).

Figs 6 and 7 provide the relevant simulation
results. The tracking performance is shown in Fig.
6(a) and the tracking errors are given in Fig. 6(c).
The system states are exhibited in Figs 6(d) and
6(b), where the system states x1 and x2 have not
overstepped their state constraints. Fig. 7(a) shows
the quantized input and the input signal. The tra-
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jectory of adaptive law is exhibited in Fig. 7(b).

5 CONCLUSION

In this technical note, we researched the issue
of adaptive tracking control for a class of uncertain
nonlinear systems with input quantization and
time-varying asymmetric constraints. On the
basis of the UBF method, a practical fixed time
adaptive fuzzy control strategy has been developed,
which guarantees that the time-varying asymmetric
state constraints are not overstepped and removes
the feasibility condition of virtual control signals.
By introducing the command filter method, the
“explosion of complexity”issue has been addressed.

FLSs have been applied to approximate unknown
nonlinear functions. According to the practical
fixed time Lyapunov stability criterion, it has been
demonstrated that the tracking error will converge
to an expected range around zero in a predetermined
time. The effectiveness of the proposed strategy is
illuminated using a simulation example.
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